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Abstract—Software products frequently evolve. When the production code undergoes major changes such as feature addition or removal, the corresponding test code typically should co-evolve. Otherwise, the outdated test may be ineffective in revealing faults or cause spurious test failures, which could confuse developers and waste QA resources. Despite its importance, maintaining such co-evolution can be time- and resource-consuming. Existing work has disclosed that, in practice, test code often fails to co-evolve with the production code. To facilitate the co-evolution of production and test code, this work explores how to automatically identify outdated tests. To gain insights into the problem, we conducted an empirical study on 975 open-source Java projects. By manually analyzing and comparing the positive cases, where the test code co-evolves with the production code, and the negative cases, where the co-evolution is not observed, we found that various factors (e.g., the different language constructs modified in the production code) can determine whether the test code should be updated. Guided by the empirical findings, we proposed a machine-learning based approach, SITAR, that holistically considers different factors to predict test changes. We evaluated SITAR on 20 popular Java projects. These results show that SITAR, under the within-project setting, can reach an average precision and recall of 81.4% and 76.1%, respectively, for identifying test code that requires update, which significantly outperforms rule-based baseline methods. SITAR can also achieve promising results under the cross-project setting and multiclass prediction, which predicts the exact change types of test code.

Index Terms—Software evolution, test maintenance, mining software repositories

I. INTRODUCTION

Testing is a widely-adopted technique for software quality assurance. In practice, software developers often write test code to validate whether the production code behaves as expected. Since software products frequently evolve, test code should co-evolve with the corresponding production code to remain effective in assessing software quality. Otherwise, the outdated test code may cause undesirable consequences.

Figure 1 shows an example of an outdated test from Apache commons-pool [1]. On June 13, 2011, a developer updated the production code to prevent the _factory attribute from being reset when setting _factory, an IllegalStateException

public void setFactory(factory factory) throws Exception {
- if (0 < getNumActive())
- throw new IllegalStateException();
+ if (this._factory == null) {
  + this._factory = factory;
- _factory = factory;
 }
} (a) Production code change (commit d2e27d1 by the developer markt-asf on June 13, 2011)

- @Test
- public void testSetFactory() {
- genericObjectPool = new GenericObjectPool();
- pool._setFactory(new SimpleFactory());
- pool._setFactory(new SimpleFactory());
- }
(b) Test code change (commit ffe6735 by the developer psteitz on June 16, 2011)

Fig. 1: Outdated test example in commons-pool (simplified)

will be thrown if it is non-null. However, the corresponding test code, which resets the factory, was not updated until June 16, 2011. There are 17 commits between the changes of production and test code. During this period, the project developers who were unaware of the production code change might be confused by the IllegalStateException when running the outdated test to test the evolved production code.

From the example, we can see that it is important to keep the test code co-evolving with the production code. However, this may not be an easy task for developers in practice, especially when their project has a large code base maintained by geographically separate teams. Existing work [2] has pointed out that, test code often fails to co-evolve with production code due to three reasons: (1) lack of time and QA resources for test maintenance, (2) unawareness of the existence of tests for a particular functionality, and (3) lack of time to run all tests (thus preventing the discovery of outdated tests).

Since it is often non-trivial for developers to keep test code up to date, a technique that can automatically identify outdated tests and prompt developers to make updates could be helpful. This work aims to develop such a technique to facilitate the co-evolution of production and test code (production-test co-
evolution for short) and we focus on the unit testing scenario.

Given a set of production code changes, it is challenging to automatically decide whether the corresponding unit tests should be updated or not. Although existing work has studied the associations between production and test code (e.g., [3]–[6]), there is little research that explicitly explores under what situations test code should co-evolve with production code. To fill this gap and gain a better understanding of the co-evolution practices, we conducted a large-scale empirical study on 975 open-source Java projects. We found that whether to update a unit test can be determined by various factors, such as the type of the language constructs modified in the production code and the complexity of the production code changes. It is not effective to adopt heuristics that consider only single factors (e.g., when the body of a method is changed, the corresponding unit test should be updated) to predict test changes. Based on this key observation, we propose a machine-learning based approach, SITAR, to help developers identify whether a unit test should be updated when they make changes to the corresponding production code. SITAR is able to efficiently learn a model that considers the interrelations between the changed code components from the historical commits of a project. The model can then help developers make test update decisions by holistically considering multiple factors, e.g., changes of method calling relations and return values in production code. We have implemented SITAR and evaluated it on 20 popular Java projects. The results show that SITAR is effective in predicting test changes. For example, it achieves an average precision and recall of 81.4% and 76.1% (the maximal precision and recall are 93.5% and 87.7%), respectively, under the within-project setting. Comparatively, the rule-based methods can only obtain an average precision of 51.8%, although the average recall, 90.5%, is higher than that of SITAR (this is understandable as the rule-based methods make predictions simply based on single factors).

To summarize, this work makes the following contributions:

- We performed a large-scale empirical study to understand the practice of production-test co-evolution in 975 open-source Java projects.
- We proposed a machine-learning based approach, SITAR, for automated identification of outdated unit tests to facilitate production-test co-evolution.
- We evaluated SITAR on 20 Java projects under different sample configurations and model settings, which demonstrated the effectiveness and usefulness of our approach.

To facilitate future research, we release the artifacts of our research at https://github.com/sqlab-sustech/Sitar-project.

II. PRELIMINARIES

A. Java Project Directory Layout and Naming Convention

Java projects managed by Maven mostly follow the standard directory layout [7], where the src/main directory stores production code files and the src/test directory stores test code files. When naming a unit test class, Java developers often follow a convention to name a test class by appending the word “Test” to the name of the corresponding production class as a suffix (or prefix). For example, below is a pair of production-test class files in commons-io [8]:

- src/main/java/org/apache/commons/io/HexDump.java
- src/test/java/org/apache/commons/io/HexDumpTest.java

Existing studies have widely leveraged the naming convention to associate production and test classes [9], [10]. It is shown that this simple approach can achieve a high precision and an acceptable recall in establishing production-test traceability [11]. In this work, we also use this approach to pair a production class with its corresponding unit test class.

B. Production-Test Co-Evolution

Co-evolution change pair: There are three types of file-level changes in most version control systems: CREATE, EDIT, and DELETE. A commit in a version control system typically contains one or more file changes and is assigned a unique hash ID (e.g., SHA1 in Git). A file $f$’s change, denoted $\text{change}_f$, can be represented as a triple $(\text{path}_f, \text{id}_f, \text{type}_f)$, in which the three fields represent the relative path of $f$, the commit’s hash ID, and $f$’s change type, respectively. Based on this, we can define a co-evolution change pair as $(\text{change}_p, \text{change}_t)$, where $\text{change}_p$ denotes the change of a production code file $p$ and $\text{change}_t$ denotes the change of the corresponding test code file $t$.

Simultaneous and postponed co-evolution: A unit test code file may be changed simultaneously with the corresponding production code file in a commit. The co-evolution may also be postponed, that is, the commit that changes the test code file is after the commit that changes the production code file. To ease understanding, let’s consider an example.

On the timeline above, each circle represents a commit. For simplicity, let us assume that each commit only changes one file. Among these commits, suppose the solid circles $\{a, d, f\}$ change the production class Foo, the dashed circles $\{b, c, e, g, h\}$ change the corresponding test class FooTest, and the empty circle represents a commit that changes another class (neither Foo nor FooTest). For subsequent discussions, we introduce two notations below.

First, given a commit $co$ that modifies production code, we use $\text{coevot}(co)$ to denote the set of co-evolved test changes that are postponed by at most $i$ commits. Here, the subscript $c$ means that we measure the postponement of co-evolution by the number of commits. With this notation, $\text{coevot}(co)$ refers to the simultaneous test changes that occur in the commit $co$. For the above example, $\text{coevot}(a)$ is an empty set, since the commit that immediately follows $a$ (i.e., the empty circle) does not modify FooTest. For $i = 2, 3, 4, 5$, we have $\text{coevot}(a) = \{b\}$, $\text{coevot}(a) = \{b, c\}$, $\text{coevot}(a) = \{b, c\}$, $\text{coevot}(a) = \{b, e\}$, respectively. Note that $\text{coevot}(a)$ does not contain $e$. This is because $e$ is committed after $d$, which is a later change.

1To ease presentation, we also use $a–h$ to represent the file changes.
of the production class `Foo`. Hence `e` should be considered as a co-evolved test change of `d`, rather than that of `a`.

Second, we can also measure the postponement by the time duration. We use $\text{coevo}_{ih}(co)$ to denote the set of co-evolved test changes that are postponed by at most `i` hours after the commit `co`. For the above example, we have $\text{coevo}_{24h}(a) = \{b\}$ and $\text{coevo}_{24h}(a) = \{b, c\}$.

### III. Understanding Production-Test Co-Evolution

In this section, we study the co-evolution change pairs in real-world Java projects. The study explores the following three research questions:

- **RQ1 (Prevalence of Co-Evolution):** How prevalent is the phenomenon of production-test co-evolution?
- **RQ2 (Change Type Combinations):** What are the common change combinations of production code and test code in co-evolution scenarios?
- **RQ3 (Co-Evolution Characteristics):** What kinds of production code changes often result in the co-evolution of the test code?

For the study, we cloned all 975 Apache Software Foundation (ASF) Java projects from their GitHub mirrors on July 1, 2019. Figure 2 shows the star and fork numbers [12] of these projects, among which Dubbo [13] is the most popular project (27,498 stars and 18,142 forks) and Kafka [14] ranks the second (12,586 stars and 6,756 forks).

To answer RQs 1-2, we first discuss the results in the two most popular projects, i.e., Dubbo and Kafka, in detail and then present the results of all projects. To answer RQ3, we manually studied a subset of co-evolution change pairs and production code changes that did not result in co-evolution. We adopted the open-coding [15] process to categorize the studied changes to understand under what situations test code would co-evolve with the production code.

#### A. Prevalence of Co-Evolution

Figure 3 shows the co-evolution situations in two projects. For each project, the co-evolution changes are grouped by the time intervals between the commits of the production code and test code. The figure only reports the co-evolutions within 48 hours of the production code change for better visualization.

In Dubbo, nearly 40% test classes were changed in the same commit with the production class changes. In other words, 40% production class changes resulted in simultaneous co-evolutions. Most of the remaining production class changes did not result in test class co-evolution within 48 hours. Besides, postponed co-evolutions exist, but they only account for a small proportion. Also note that the postponed co-evolution within 24 hours (i.e., $\text{coevo}_{24h} \setminus \text{coevo}_{0h}$) is more frequent than that within 24-48 hours (i.e., $\text{coevo}_{24h} \setminus \text{coevo}_{24h}$). In Kafka, the proportion of simultaneous co-evolutions is even higher (over 50%), while the proportions of postponed co-evolutions is smaller. This shows that in well-maintained open-source projects like Dubbo and Kafka, developers tend to update the test code soon when there are important changes to the production code.

We also investigated the postponed co-evolutions that happened beyond 48 hours. The result is shown in Figure 4. Each point at time `t` represents the number of observed co-evolution change pairs in which the test code is updated within `t` hours of the production code changes. The point at zero refers to the number of simultaneous co-evolutions. In both plots of Dubbo and Kafka, the number of co-evolutions slightly increases after the first data point. This indicates that co-evolution rarely happen long after the production code is changed.

To understand the co-evolution practices in other ASF projects, we first collected their co-evolution change pairs. For each project, we categorized the pairs into six time intervals as shown in Figure 5(a) and represented the result as a six-dimensional vector.

2 We normalized each vector so that the values sum up to 1. Since many ASF projects are small in size and have few commits or unit tests, their corresponding vectors contain zero values. For better visualization, we remove those projects whose vector contains zero values. Figure 5(a) presents the distribution for each category among the studied ASF projects (after filtering, 151 projects remained). Similarly, we also categorized the co-evolution change pairs by the number of commits between the production code change and the test code change. The statistics are shown in Figure 5(b) (after filtering, 93 projects remained).

From Figure 5(a), we can observe that in most projects, co-evolutions often happen in the same commits, with a median proportion around 47.0% and a mean proportion of 46.9% (the vertical axis is in log scale). The number of postponed co-evolutions decreases by time in most projects, similar to

---

2 Due to page limit, we only considered six time intervals in this paper. More detailed data are available on our project website.
what we observed in Dubbo and Kafka. There is also a large amount (the median is 48.0% and the mean is 48.3%) of tests not being changed within four days. A similar conclusion can be drawn from Figure 5(b) (simultaneous co-evolutions are excluded as they are already presented in Figure 5(a)).

**Finding 1**: (1) Although production-test co-evolutions are common, a large proportion of production code changes would not result in the co-evolution of test code; (2) Postponed co-evolutions happen but simultaneous co-evolutions are much more frequent.

### B. Change Type Combinations

Table I shows the distribution of co-evolution change types in Dubbo and Kafka. Here we only consider the co-evolutions that happen within 20 days of the production code changes. In the table, the change types C, D, and E represent “Creating”, “Deleting”, and “Editing”, respectively. For each combination (e.g., CC), the first letter represents the change type for the production code file and the second letter represents the change type for the test code file.

In both projects, the most frequent change type combination is EE, where developers update an existing production class and its test class. The second most frequent combination is CC, where developers add new production classes and create the corresponding test classes to test the new production code. Among the remaining combinations, EC is also frequent. In the EC scenario, developers update an existing production class and create a corresponding test class.

**Finding 1**: (1) Although production-test co-evolutions are common, a large proportion of production code changes would not result in the co-evolution of test code; (2) Postponed co-evolutions happen but simultaneous co-evolutions are much more frequent.

### C. Co-Evolution Characteristics

Knowing that co-evolutions often happen soon after production code changes, and there are different combinations of change types at the file level, we then went deep to investigate the co-evolved production and test code by inspecting the code changes. Based on the previous findings, if a test is changed within 48 hours of the production code changes, we regard the pair of production and test code as a “positive pair”; On the contrary, if the test is not changed within 480 hours of the production code changes, we regard the pair of production and test code as a “negative pair”. From the 975 ASF projects, we extracted 210,291 positive pairs and 217,831 negative pairs. For each type of pairs, we randomly sampled a subset of production code changes that are EDITs (we call such changes “production patches”), since the change type combination EE dominates the other combinations according to Finding 2. Specifically, for each type of pairs, we analyzed 384 randomly picked production patches, which can represent the population with a confidence level of 95% and a 5% margin of error.

**Manual analysis of production patches**: During the analysis, we tagged each patch by the location where it is applied. Note that a patch can involve code changes in multiple

![Fig. 5: Co-evolution statistics of the studied ASF projects](image1)

![Fig. 6: The distribution of co-evolution change type combinations in 182 ASF projects](image2)
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Production patches in positive samples tend to modify more different language constructs.
Among the seven types of programming-language constructs, the changes to “package identifier” only appear in positive samples: indeed, when a Java class is re-packaged, its test class should also be updated; otherwise, the test classes are not compilable. For import statements, the positive samples involve more changes to them than negative samples.
There are a few production patches that modified the “class declaration” by updating the production class’ super class (or interfaces) or changing the generic type parameters. As shown in the table, none of the positive samples changed only the class declaration and most of them (12/14) were coupled with method changes. Negative samples, however, may only modify the class declaration itself. This is understandable: if a class’s super class (or interfaces) is changed and some methods need to be overridden, its corresponding test class should also be updated, to test the overridden methods. Conversely, if there is no methods to be overridden, the test often remains unchanged.
Methods in a production class encapsulate almost all business logics (in Java programming, field accesses are often wrapped inside getter and setter methods). In order to better understand how method changes affect co-evolution decision, we looked at the changes to “method signature” and “method body” separately. Unlike the traditional definition of “method signature”, we also considered modifiers and return type as part of the signature. Method declarations in abstract classes or interfaces also belong to “method signature”. As shown in the table, 59 patches modified method signatures in the production code, leading to co-evolutions. On the contrary, 32 method signature modifications did not result in co-evolutions. For the co-evolution cases, nearly one third of the production patches (17/59) either added or deleted method parameters, or changed parameter types (13/59) into incompatible classes, which would make test code un compilable. For the cases where there was no co-evolution, 14 patches changed the parameters or return types into compatible classes, e.g., from String to Object or from Collection to Set. Other types of signature changes include changing modifiers, adding annotations, and etc., which are rare. As we expected, most production patches changed method bodies. However, we found slightly more negative samples modifying method bodies (250 against 242). More interestingly, we observed 97 negative samples that only modified method bodies. This indicates that predicting test changes by looking at whether method bodies are changed by production patches may not be an effective approach to identifying outdated tests.
For those patches that modified the member attributes (i.e., “field”), 87 patches led to co-evolutions, while 3.4% of them did not modify other language constructs. In the negative samples, this proportion becomes 12.3%, which also supports Observation 1 since more negative samples only modified a single language construct. We can draw a similar conclusion for the changes to “annotation” lines.
Observation 2: Production patches in positive samples tend to modify more lines than those in negative samples.
Table II shows the average size of the sampled patches. For positive samples, on average, the production patches added 29.12 lines and deleted 19.65 lines. As for negative samples, these numbers are 11.37 and 6.98, respectively. If we exclude empty lines, comments, Javadoc, and copyright notices, on average, the positive samples added 19.83 lines and deleted 13.55 lines, while the negative samples added 7.72 lines and deleted 4.47 lines. As we can see, all numbers in the positive samples are significantly greater than those in the negative samples. Under a one-tailed t-test, we can accept the hypothesis that “positive samples add/delete more lines than negative samples” (all p-values are less than 0.00001). This suggests that when a production patch modifies more lines of code, a co-evolution is more likely to happen.
Observation 3: Changes to natural-language constructs can also lead to co-evolutions.
Copyright notices generally appear at the beginning of a source file. In our studied positive samples, we found that 34 production patches modified copyright notices and 28 involved only copyright notice changes. The numbers are significantly higher than those in the negative samples. This seems to suggest that it may be useful to consider copyright notice changes as a factor in predicting test changes. However, in practice, changing copyright notices for a whole project can be easily realized in IDEs. It is not meaningful to build a tool to prompt developers to update copyright notices in test code.

![Table II: The details of the changes made by production patches](image-url)

<table>
<thead>
<tr>
<th>Samples</th>
<th>Programming-Language Construct</th>
<th>Natural-Language Construct</th>
<th>Average Patch Size (Lines)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>package-id</td>
<td>import-stmt</td>
<td>class-dec</td>
</tr>
<tr>
<td>positive</td>
<td>384</td>
<td>5/3</td>
<td>166/22</td>
</tr>
<tr>
<td>negative</td>
<td>384</td>
<td>0/0</td>
<td>132/18</td>
</tr>
</tbody>
</table>

1. The notation “ab” under category c means: there are a patches that apply on c, and b patches apply solely on c.
2. In the notation “a (b)”, b is the average number of patch lines, excluding empty lines and natural-language constructs.
3. The shorthands “stmt” stands for “statement”, “dec” for “declaration”, and “sig” for “signature”.

Locations, such as field and method body. The tagging was performed by one author and validated by another author. The process involved several rounds. In each round, the tagging author presented the results in detail to the validating author. Then they discussed to revise the results, by splitting, removing, or merging some tags. For example, the tag “program header” was split into “package id” and “import statement”. As shown in Table II, after rounds of discussion, the two authors reached consensus and classified the production patches into 12 types, which belong to two major categories: (1) changes to programming-language constructs and (2) changes to natural-language constructs. From the tagging results, we can make several interesting observations.

**Observation 1:** In the sampled positive pairs (positive samples), the production patches tend to modify more different language constructs.

---
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Finding 3: (1) Production code changes that result in the co-evolution of test code tend to modify different language constructs; (2) Production code changes involving more lines of code are more likely to result in the co-evolution of test code; (3) Changes to natural-language constructs are not good indicators of test changes.

IV. JUST-IN-TIME TEST UPDATE PREDICTION

A. An Overview of Our Approach

Our empirical study reveals that test code is often updated when certain types of production code changes occur. In real-world projects with a large number of production classes, keeping test code up to date whenever the production code changes can be a non-trivial task, especially when the production code and test code are maintained by different developers. To ease test maintenance in such scenarios, we propose a machine-learning based approach named Sitar for just-in-time Test update pRediction. Sitar automatically learns a model from the historical data of production-test co-evolution in a project and helps find outdated test code when the developers change the production code during the evolution of the project. For new projects without such historical data, the model can also be learned using data from other projects.

Figure 7 gives an overview of Sitar. Given a project’s code repository, Sitar first extracts features from the production code changes and the corresponding labels from test code changes, i.e., their change types. Inspired by our empirical findings, when extracting features, Sitar considers not only various types of production code changes but also the size of such changes. Specifically, Sitar has three major components:

1) The Matcher analyzes the code repository and produces two types of samples: (1) positive samples, in which the test code co-evolves with the production code and (2) negative samples, in which the test code does not co-evolve with the production code.

2) The Feature Extractor converts samples produced by the Matcher into structural vector representations. For each sample, the feature is extracted from the “patch” and the original source code of the production classes. The change type of the corresponding test class is regarded as the sample’s label.

3) The Classifier is trained using the historical data prepared by the previous steps. After training, the classifier can help predict whether a piece of test code should be updated when developers change the production code. To be practical, Sitar supports multiple learning algorithms and can be configured to perform multi-class classification, i.e., predicting the exact types of changes that should be made to the test code.

B. Mining Positive and Negative Samples

The Matcher mines samples in a code repository by matching production code changes and their corresponding test code changes in the repository’s history. Following our empirical findings, if a test class is updated within 48 hours since its corresponding production class is changed, we regard it as a positive sample; On the other hand, if the test is not changed within 480 hours of the production code changes, we assume that no co-evolution will happen and regard it as a negative sample. Such a simple treatment may introduce noises into the mined samples. However, we did not observe any negative impact in our experiments.

Algorithm 1 shows how Matcher works. For each commit in the repository’s main branch, Matcher finds all production file changes (line 3), which is trivial if the project follows the standard directory layout. To find positive samples, Matcher iterates over all commits within 48 hours after (and including) commiti (line 4), and collects test changes according to the standard directory layout (line 5). With the list of production code changes and the list of test code changes, Matcher then matches them according to the naming convention introduced in Section II (line 7). If the test exists and is in the change
list (line 8), a co-evolution change pair is formed and added to the positive sample set (line 11). Mining negative samples is similar to mining positive samples and we do not further explain the process. Since the test code is changed in a negative sample, it only records the text file path (line 18).

To determine test existence, Matcher stores all file names in the history and checks whether the test file ever appears. The rationale is that if the production code change does not immediately lead to the creation of a test, while the test is created long after that, it is reasonable to say that the production code change is not important enough to require a corresponding test, hence Matcher should regard this case as a negative sample.

Matcher labels samples by the file-level changes of the tests. There are two configurations. In the binary class configuration, samples are only labeled as should change (SC) or should not change (NC), depending on whether the sample is positive or negative. In the multi-class configuration, the positive samples are divided into three sub-categories: should create (SSC), should edit (SSE) or should delete (SSD).

C. Feature Extraction

The Feature Extractor converts each sample’s (both positive and negative) production patch into structural vector representation. Particularly, it extracts the number of added/deleted lines of certain language constructs. Table III lists the selected features. Most concerned language constructs directly appear in Table II except that “method signature” is replaced by “parameter list”, as most signature changes are actually related to changing parameters (Observation 1). Another difference is that “method body” is replaced by three representative constructs [3]: (1) conditional expression, (2) method call expression, and (3) return statement.

Previous work analyzes source code changes via AST differencing [3]. Unlike the existing work, which focuses on release-level changes, our work analyzes file-level changes at the granularity of commits. Thus our Feature Extractor can be implemented by a more light-weight method.

The Feature Extractor accomplishes its task via interval stabbing [16]. We say an interval \([l_i, r_i]\) is stabbed by a point \(j\) if \(j \in [l_i, r_i]\). Given a set of intervals \(I\) and a query point \(q\), the interval stabbing problem is to find all the intervals in \(I\) that are stabbed by \(q\). In a Java program, each language construct corresponds to an interval \([l, r]\), where \(l\) is the starting line number (left endpoint) and \(r\) is the ending line number (right endpoint). The intervals can be extracted from specific nodes in the program’s parse tree (the grammar rules are given in Table III). For example, to obtain the interval of a while-loop condition, we can traverse the parse tree until the subtree “Statement: while (Expression) Statement” is reached and collect the line interval of the Expression tree node. Note that intervals may include each other [17] since language constructs may nest (e.g., conditional expressions may involve method calls). Given multiple changed lines (queried points), Feature Extractor finds out which language constructs (intervals) each line belongs to: for deleted lines, it queries the intervals generated by the original source code; for added lines, it queries the intervals generated by the patched code.

Given \(n\) queries, a brute force solution takes \(O(n|I|)\) time, as all intervals are scanned for each query. This is inefficient since it checks for those unstabbed intervals repeatedly. These unnecessary operations can be eliminated by leveraging segment tree [18], whose query operations only take logarithmic time. The idea is to build an immutable segment tree from a parse tree and perform multiple queries. Since real-world projects are typically complex and large-scale, which can bring many intervals and query points, segment tree is an ideal optimization to the brute force solution.

D. Test Update Prediction

The Classifier can be implemented on top of various machine-learning algorithms. To be practical, it should also support both binary and multiclass classifications, since we may use both configurations depending on application scenarios. The Classifier can be trained using the commit history of a repository or other repositories. After training, given a new production patch, the Classifier will be able to predict whether its corresponding test should be updated (or should be created/edited/deleted, accordingly). In our implementation of SITAR, we used four classifiers that are widely-adopted for software maintenance tasks: Logistic Regression [19], Naïve Bayes [20], Random Forest [21], and Gradient Boosting [22]. In Section V-B, we will compare their performance.

V. EVALUATIONS

A. Experiment Setup

SITAR is mostly written in Python3 except that the Java parser is generated by the ANTLR metacompiler from the official g4 scripts [23]. For the Classifier component, we adopted the default implementations in scikit-learn [24] library.

To evaluate SITAR, we randomly selected ten ASF projects with a large number of positive/negative samples and seven
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### Table IV: Selected projects for evaluation

<table>
<thead>
<tr>
<th>Project</th>
<th>From</th>
<th>#Co-evo</th>
<th>#Samples</th>
<th>#Commits</th>
<th>#Files</th>
<th>KLoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ActiveMQ</td>
<td>ASF</td>
<td>563</td>
<td>1,452</td>
<td>10,197</td>
<td>4,455</td>
<td>415</td>
</tr>
<tr>
<td>CloudStack</td>
<td>ASF</td>
<td>1,274</td>
<td>3,237</td>
<td>32,008</td>
<td>5,404</td>
<td>613</td>
</tr>
<tr>
<td>Math</td>
<td>ASF</td>
<td>1,457</td>
<td>2,470</td>
<td>6,417</td>
<td>1,324</td>
<td>174</td>
</tr>
<tr>
<td>Flink</td>
<td>ASF</td>
<td>961</td>
<td>2,428</td>
<td>17,266</td>
<td>7,782</td>
<td>803</td>
</tr>
<tr>
<td>GroBe</td>
<td>ASF</td>
<td>3,395</td>
<td>6,358</td>
<td>8,043</td>
<td>7,806</td>
<td>1,249</td>
</tr>
<tr>
<td>James</td>
<td>ASF</td>
<td>3,779</td>
<td>7,256</td>
<td>7,226</td>
<td>4,674</td>
<td>350</td>
</tr>
<tr>
<td>Log4j2</td>
<td>ASF</td>
<td>1,965</td>
<td>3,726</td>
<td>10,656</td>
<td>1,975</td>
<td>147</td>
</tr>
<tr>
<td>Storm</td>
<td>ASF</td>
<td>2,428</td>
<td>3,926</td>
<td>9,967</td>
<td>2,540</td>
<td>281</td>
</tr>
<tr>
<td>Usergrid</td>
<td>ASF</td>
<td>4,039</td>
<td>6,749</td>
<td>10,950</td>
<td>2,097</td>
<td>174</td>
</tr>
<tr>
<td>Zeppelin</td>
<td>ASF</td>
<td>1,395</td>
<td>2,527</td>
<td>4,124</td>
<td>758</td>
<td>124</td>
</tr>
<tr>
<td>JPacman</td>
<td>[10]</td>
<td>33</td>
<td>116</td>
<td>374</td>
<td>55</td>
<td>2.4</td>
</tr>
<tr>
<td>Gson</td>
<td>[3]</td>
<td>276</td>
<td>642</td>
<td>1,485</td>
<td>208</td>
<td>25.3</td>
</tr>
<tr>
<td>PMD</td>
<td>[3]</td>
<td>618</td>
<td>4,903</td>
<td>17,204</td>
<td>2,788</td>
<td>136</td>
</tr>
<tr>
<td>BioJava</td>
<td>[25]</td>
<td>2,401</td>
<td>2,998</td>
<td>6,208</td>
<td>1,322</td>
<td>150</td>
</tr>
<tr>
<td>IzPack</td>
<td>[25]</td>
<td>194</td>
<td>327</td>
<td>5,648</td>
<td>1,111</td>
<td>105</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>[25]</td>
<td>338</td>
<td>566</td>
<td>2,152</td>
<td>330</td>
<td>86.5</td>
</tr>
<tr>
<td>dnsjava</td>
<td>[11]</td>
<td>172</td>
<td>247</td>
<td>1,911</td>
<td>258</td>
<td>29.4</td>
</tr>
<tr>
<td>Jackson</td>
<td>[26]</td>
<td>96</td>
<td>264</td>
<td>2,278</td>
<td>279</td>
<td>47.2</td>
</tr>
<tr>
<td>JRuby</td>
<td>[27]</td>
<td>489</td>
<td>1,220</td>
<td>48,720</td>
<td>1,716</td>
<td>259</td>
</tr>
<tr>
<td>jsoup</td>
<td>[28]</td>
<td>425</td>
<td>1,095</td>
<td>1,363</td>
<td>120</td>
<td>21.5</td>
</tr>
</tbody>
</table>

Fig. 8: Precision-recall curve of selected classifiers

projects widely used in co-evolution related research [3], [10], [11], [25]. We additionally selected three popular open-source projects, i.e., Jackson, JRuby, and jsoup, to enrich our subjects.

The information of the 20 subjects is shown in Table IV. We will use them to conduct experiments to answer the following research questions:

- **RQ4**: Which classifier is the most effective one?
- **RQ5**: Can SITAR effectively predict production-test co-evolutions in real-world projects?
- **RQ6**: Which features are most relevant to co-evolution?
- **RQ7**: Can SITAR outperform rule-based methods?

### B. RQ4: Comparison of Classifiers

To answer RQ4, we compared the aforementioned classifiers (Section IV-D) with the binary classification configuration. In this experiment, we used all data of the 20 projects (Table IV), and we balanced the sample label distribution by undersampling the majority of each project. To avoid overfitting, we used the classifiers’ default hyper-parameters set by the scikit-learn except that the Logistic Regression’s max_iter is set to 1000 to converge iterative solving. We randomly split 90% of data for training classifiers and used the remaining 10% for validating the prediction results.

Figure 8 presents the precision-recall curves [29]. It shows that Random Forest classifier outperforms all other classifiers.

The Naïve Bayes classifier is less effective (its curve is at the bottom when the recall is over 0.18). The main reason for such a poor performance is that Naïve Bayes classifier assumes that all features are independent [20], which is not the case in our context: Finding 3 already shows that in a co-evolution scenario, the production patch tends to modify more language constructs, such as modifying the method signature and body simultaneously. The curve for the Logistic Regression classifier begins with a cliff. This indicates that it may estimate a high probability for a negative sample, resulting in false alarms of outdated tests. It is also worth mentioning that both ensemble classifiers (Random Forest and Gradient Boosting) are able to achieve a higher precision with the same recall, comparing to the other two classifiers.

**Answer to RQ4**: Random Forest outperforms other classifiers in test update prediction. Naïve Bayes and Logistic Regression classifiers are less effective.

### C. RQ5: Performance of SITAR in Real-world Projects

To evaluate SITAR’s performance in real-world projects, we conducted experiments with two settings, within-project (WP) and cross-projects (CP), using the Random Forest classifier and the binary classification configuration. We also performed undersampling for each project in binary classification. In the first setting, we performed 10-fold cross-validation on each project and calculated the average scores of each evaluation metric. In the second setting, we used all ASF projects for training and validated the performance of the resulting model with the newly-selected projects, and the final metric scores were averaged from 10 independent runs.

Table V lists the accuracy, precision, and recall scores in percentage. Among ASF projects under the WP setting, the accuracy ranges from 71.1% to 90.8% with an average score of 79.3%. The precision ranges from 72.5% to 93.5% with an average score of 81.4%. The average recall is 76.1%. The results indicate that SITAR can effectively identify outdated tests in ASF projects.

As for the new projects, SITAR obtains an average accuracy of 75.7%, precision of 76.5%, and recall of 76.1%. In some projects, such as BioJava and dnsjava, all scores are above 80%. This shows that SITAR can also perform well under the WP setting in non-ASF projects.

<table>
<thead>
<tr>
<th>Project</th>
<th>Acc.</th>
<th>Prec.</th>
<th>Rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ActiveMQ</td>
<td>71.8</td>
<td>75.6</td>
<td>64.8</td>
</tr>
<tr>
<td>CloudStack</td>
<td>83.2</td>
<td>86.3</td>
<td>79.1</td>
</tr>
<tr>
<td>Math</td>
<td>71.1</td>
<td>72.8</td>
<td>67.7</td>
</tr>
<tr>
<td>Flink</td>
<td>84.4</td>
<td>84.5</td>
<td>84.3</td>
</tr>
<tr>
<td>GroBe</td>
<td>82.4</td>
<td>84.2</td>
<td>79.8</td>
</tr>
<tr>
<td>James</td>
<td>75.2</td>
<td>76.7</td>
<td>72.6</td>
</tr>
<tr>
<td>Log4j2</td>
<td>78.5</td>
<td>79.1</td>
<td>72.3</td>
</tr>
<tr>
<td>Storm</td>
<td>90.8</td>
<td>93.3</td>
<td>82.2</td>
</tr>
<tr>
<td>Usergrid</td>
<td>86.1</td>
<td>89.0</td>
<td>82.5</td>
</tr>
<tr>
<td>Zeppelin</td>
<td>71.6</td>
<td>72.5</td>
<td>70.0</td>
</tr>
<tr>
<td>JRuby</td>
<td>80.1</td>
<td>81.4</td>
<td>76.1</td>
</tr>
</tbody>
</table>

Average scores: 79.3% for accuracy, 81.4% for precision, and 76.1% for recall.

**Table V: SITAR performance on selected projects (%)**

---
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TABLE VI: Multiclass prediction results for the project Storm

<table>
<thead>
<tr>
<th></th>
<th>SSC</th>
<th>SSD</th>
<th>SSE</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSC</td>
<td>969</td>
<td>19</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>SSD</td>
<td>19</td>
<td>176</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>SSE</td>
<td>12</td>
<td>1</td>
<td>986</td>
<td>185</td>
</tr>
<tr>
<td>NC</td>
<td>10</td>
<td>2</td>
<td>118</td>
<td>1,365</td>
</tr>
</tbody>
</table>

Under the CP setting, among the three metrics, precision is the highest in most projects. This indicates that SITAR can learn co-evolution characteristics from ASF projects, and the learned knowledge can be applied to the new projects for identifying outdated tests. However, the recall scores under the CP settings are less satisfactory. A possible reason is that the classifier is trained with solely the ASF data, thus it misses some practices that are not present in the ASF projects, resulting in too many false negatives in outdated test detection.

We also evaluated SITAR with multiclass prediction configuration (Section IV-B). We selected the top-3 ASF projects with the highest accuracies in previous experiments under the WP setting (Storm, Usergrid, and Flink) and run SITAR with their unbalanced multiclass data under the WP setting. The accuracies of the multiclass prediction are 89%, 85.4% and 86.2%, respectively. Table VI shows the confusion matrix of Storm. Each row is for the actual label while each column is for the predicted label. The confusion matrix shows that SSC and SSD can be accurately identified, as there are fewer false alarms to these two subtypes.

Answer to RQ5: SITAR exhibits promising performance, with an average accuracy, precision, and recall of 79.3%, 81.4%, and 76.1% in ten ASF projects. In the other ten projects, these average scores are all above 75%. SITAR can also perform multiclass prediction with a high accuracy.

D. RQ6: Contribution of Features

We use the recursive feature elimination (RFE) method [30] with the Random Forest classifier to rank the features. RFE recursively removes the least-important feature according to the classifier’s performance until only one feature remains. The reversed removing order is then a ranking of the features’ importance. With the feature ranking \( f_1, f_2, \ldots, f_n \) (from the most important to the least), we train multiple random forests in the following way to evaluate the contribution of the features. Specifically, for each feature \( f_i \), we train random forests with two strategies: (1) the prefix strategy trains with features \( f_1, f_2, \ldots, f_i \) to evaluate the contribution of those important features and (2) the postfix strategy trains with \( f_i, f_{i+1}, \ldots, f_n \) to evaluate the contribution of those less significant features.

To eliminate noise, we used the same train-validation partition for all random forests and initialized each model with an identical random seed. To ensure data significance, we selected eight projects in Table V whose WP accuracy is over 80%. We use 90% of the data for training and the remaining 10% for validating, and balance the label distribution for each project.

Answer to RQ6: Adding parameter list lines and modifying method call sites in the production code are most relevant to co-evolving the test code.

E. RQ7: Comparison with Rule-based Methods

We last compare SITAR with rule-based methods. According to Finding 1, the most trivial rule, which suggests test update whenever the production code is changed, would not work well in practice. Therefore, we chose not to compare with it. Our experiments compared SITAR with the baseline methods based on three co-evolution patterns mined by existing work [3]: (1) adding/deleting a production class would cause the corresponding test class to be added/deleted \((R_1)\), (2) adding/modifying methods in production classes would result in adapting the test methods \((R_2)\), and (3) modifying fields in production classes would lead to test update \((R_3)\).

Figure 9 shows the results. In the figure, the labels on the X-axis mean “Adding or Deleting certain language constructs”. For example, AL means “adding parameter list lines” (‘L’ stands for parameter list as shown in Table III). The dark line is plotted according to the prefix strategy, thus its leftmost point is obtained by training with the feature AL alone. Similarly, the rightmost point of the grey line is obtained by training with only the feature DA. From the figure, we can see that using the feature AL alone can achieve an accuracy of nearly 70%, while using the feature DA alone can only achieve an accuracy of 56.4% (slightly better than random guesses). With the top-3 features (AL, AM and DM), SITAR can achieve an accuracy of 74.2%. In order to obtain such an accuracy with the postfix strategy, at least seven less-significant features, i.e., from DR to DA, are needed.

We also applied the RFE method on individual projects. The three features, AL, AM and DM, are all in the top-5 features for six out of the eight projects. For JPacman, only AL and AM are in the top-5 (note that JPacman has few samples). For dnsjava, AM and DM are in the top-5, while AL ranks at the 6th place. These results also suggest that AL (adding parameter list lines), AM and DM (modifying method call sites) are most relevant to co-evolution.
projects. Among the rules, $R_1$ achieves the highest average precision but the lowest average recall. $R_1$ suggests test update whenever a production class is created or deleted. However, creating/deleting production classes is not as frequent as other kinds of code changes, and this is the primary reason of the low recall. Conversely, $R_2$ achieves a high recall but a low precision, as method changes cover most co-evolution and non-co-evolution scenarios (Table II). $R_3$ has a moderate performance compared to $R_1$ and $R_2$ but both of its average scores are worse than that of SITAR under the WP setting. By combining the three baselines, we can achieve the highest average recall (90.5%) but its average precision is the worst.

**Answer to RQ7:** The performance of rule-based methods varies a lot, and SITAR significantly outperforms these methods.

### VI. Threats to Validity

The validity of our study may be subject to several threats. First, we only conducted our empirical study on ASF projects and our findings may not be generalizable to other software projects. To mitigate this threat, we used extra projects in the evaluation and found that our approach SITAR, which was designed based on the empirical findings, can also effectively detect outdated tests for non-ASF projects. Second, when investigating RQ3, we manually inspected 768 production patches. Such a manual process may be error-prone. To reduce the threat, we repeated our tagging process several times, and the results are cross-validated by two authors. Our dataset is also released for public scrutiny. Third, to obtain sample labels, we chose 48 hours for positive samples and 480 hours for negative samples (Section IV-B). These thresholds were set according to our empirical observations. In the future, we will study how to better identify samples, which may improve the performance of SITAR.

### VII. RELATED WORK

#### A. Production-Test Co-Evolution and Traceability

Zaidman et al. studied the evolution patterns of production code and test code in two open-source projects [9] and one commercial project [31]. They presented their results with three visualization techniques. These visualizations, however, do not reflect the links between production code and test code. In comparison, our work presents how production and test code co-evolve in history. We also show the distribution of various co-evolution type combinations.

Levin and Yehudai studied co-evolution with semantic changes [4]. They were aware of the co-evolution caused by specific maintenance activities and used the number of corrective, perfective, and adaptive activities as code change features. Our work is complementary to their work as we focus on different co-evolution change types in practice, and we use syntactic features of code changes.

Various techniques [3], [10], [32]–[34] were developed to establish traceability links between production code and test code. Most of them are based on a set of pre-defined rules. Unlike them, we adopt the naming convention to build class-level production-test traceability links.

#### B. Machine Learning for Software Maintenance

Machine learning is widely used in various software maintenance tasks. An active research topic is software defect prediction (SDP) [35]. Recent SDP studies include automatic feature engineering [36], [37], cross-project learning [38], [39], addressing class imbalance problems [40], [41], classifier selection [42]. Besides SDP, there are many other application scenarios of machine learning techniques in the field of software maintenance. For example, in a recent survey [43], the authors studied 15 papers regarding code smell detection using machine learning and found that decision tree and support vector machine are the most commonly used algorithms. Other applications include, but are not limited to, regression test prioritization [44], code completion [45], and code clone [46].

### VIII. Conclusion

In this work, we studied how production and test code co-evolve in real-world Java projects. We found that various factors can affect whether a test class should be updated, such as the types of modified language constructs and the complexity of the production code changes. Guided by our findings, we designed SITAR, a machine-learning based approach, to automatically identify outdated tests when the corresponding production code is changed. We evaluated SITAR on 20 Java projects and found that it can effectively identify outdated tests under the within-project setting. It can also achieve promising results under the cross-project setting and multiclass prediction. Moreover, SITAR can significantly outperform rule-based baseline methods proposed by existing work. In the future, we plan to study how to automatically extract more fine-grained syntactic and semantic features. This can help improve the effectiveness and practicability of our approach.
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