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Abstract

Reinforcement learning (RL)-based web GUI testing techniques

have attracted significant attention in both academia and industry

due to their ability to facilitate automatic and intelligent exploration

of websites under test. Yet, the existing approaches that leverage

a single RL agent often struggle to comprehensively explore the

vast state space of large-scale websites with complex structures

and dynamic content. Observing this phenomenon and recognizing

the benefit of multiple agents, we explore the use of Multi-Agent

RL (MARL) algorithms for automatic web GUI testing, aiming to

improve test efficiency and coverage. However, how to share in-

formation among different agents to avoid redundant actions and

achieve effective cooperation is a non-trivial problem. To address

the challenge, we propose the first MARL-based web GUI test-

ing system,MARG, which coordinates multiple testing agents to

efficiently explore a website under test. To share testing experi-

ence among different agents, we have designed two data sharing

schemes: one centralized scheme with a shared Q-table to facilitate

efficient communication, and another distributed scheme with data

exchange to decrease the overhead of maintaining Q-tables. We

have evaluated MARG on nine popular real-world websites. When

configuring with five agents,MARG achieves an average increase

of 4.34 and 3.89 times in the number of explored states, as well as a

corresponding increase of 4.03 and 3.76 times in the number of de-

tected failures, respectively, when compared to two state-of-the-art

approaches. Additionally, compared to independently running the

same number of agents, MARG can explore 36.42% more unique

web states. These results demonstrate the usefulness of MARL in

enhancing the efficiency and performance of web GUI testing tasks.
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1 Introduction

Web applications offer users convenient browser-based access to

software services across different platforms [49] and are widely-

used for various purposes. It is essential to ensure the software

quality of web applications. Automatic web GUI testing aims at

exploring a given website under test (WUT) without human inter-

vention to achieve a comprehensive functional coverage and detect

potential misbehaviours of the website [11]. By employing various

meta-heuristic strategies, a testing agent can autonomously explore

the website to meet the pre-defined testing objectives.

Reinforcement learning (RL) is a popular technique for driving

the GUI testing of web applications [11]. For example,WebExplor
[52] formulates web testing as a Markov decision process (MDP)

and solves it with a value-based RL algorithm, Q-learning. By em-

ploying a curiosity-based reward function, the Q-learning algorithm

guides WebExplor to efficiently explore diverse behaviors of the

WUT. QExplore [38] is another Q-learning-based web GUI testing

technique, which adopts a different state representation method

than WebExplor. The effectiveness of RL-based web GUI testing ap-

proaches mostly relies on the exploration abilities of the RL agents

in the dynamic web GUI contexts with the goal of achieving higher

coverage and detecting more faults. Besides the outstanding re-

sults achieved on web GUI testing, RL algorithms also outperform

traditional testing approaches for many other types of software

applications, such as mobile apps [19, 20, 35, 44, 45] and desktop

applications [7, 10, 25, 26].

Recently, Fan et al. conducted a large-scale empirical study to

analyze the performance of Q-learning-based web GUI testing ap-

proaches [11]. They investigated the combinations of various RL

components and Q-learning parameters, with a total of 216 differ-

ent configurations. Their empirical findings reveal that none of

the explored RL configurations can fit all the websites used in the

study. Moreover, they showed that Q-learning can quickly reach a

saturation status when exploring small-sized websites, whereas ex-

ploring large-scale websites inevitably requires much more testing

resources. Their research calls for the enhancement on the current

single-agent RL-based GUI testing techniques.
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Observing the potential performance upper bound of a single-

agent approach, we in this paper explore the use of multiple agents

for efficient and effective web GUI testing. However, designing a

practically useful multi-agent system to achieve a comprehensive

testing of web applications is a non-trivial task. A straightforward

solution is to run multiple single-agent processes in parallel, as pro-

posed in 𝐺𝑇𝑃𝑄𝐿
[32]. Given the inherent randomness brought by

an 𝜀-greedy strategy [42], it is possible for multiple agents to cover

different functional points in the same website. However, as we will

show in a motivational study (Section 3), under this simple setting,

only a small amount of web states can be exclusively visited by each

single agent (i.e., the agents visit a large number of identical states),

leading to insignificant performance improvement and waste of

testing resources. To address the problem,𝐺𝑇𝑃𝑄𝐿
synchronizes the

Q-models of parallel Q-learning agents at the end of each epoch to

facilitate information communication. Nevertheless, the complexi-

ties of epoch division, the lack of communications among agents

within each epoch, and the overhead of model synchronization may

diminish the practical utility of the tool. A more effective agent

cooperation mechanism is needed to mitigate the redundancies in

the webpage exploration of multiple agents and improve the overall

performance of web GUI testing.

Motivated by the intrinsic limitations of existing single-agent

RL-based testing approaches, and the weaknesses of the naive par-

allelism approach, we strongly advocate the necessity of an efficient

multi-agent reinforcement learning (MARL) based approach for im-

proving the efficiency and effectiveness of web GUI testing. To this

end, we made the first attempt of utilizing MARL algorithms for co-

ordinatingmultiple Q-learning testing agents to collectively explore

the same WUT. Our prototype tool, named MARG, is an MARL-

based webGUI testing system that allows a configurable number of

Q-learning agents to simultaneously test the same website without

human intervention. Specifically,MARG adopts a client-server ar-

chitecture, in which the agents interact with different webpages and

the controller coordinates the testing process. To facilitate the ex-

change of experiences among various Q-learning agents within the

MARL system, we have developed two data sharing schemes. These

schemes operate under both centralized and decentralized settings,

allowing agents to share Q-values derived from their policies.

We have implemented MARG and evaluated it on nine commer-

cial websites (such as YouTube and GitHub). By comparing MARG

against two state-of-the-art RL-based techniques,WebExplor [52]
and QExplore [38], we show that an MARL-based approach that

leverages plain Q-learning algorithms can already significantly

outperform existing single-agent techniques that leverage extra

methods (such as using a DFA to provide high-level guidance [52]

and a contextual data input method to generate textual inputs [38])

beyond RL. When running five agents,MARG can explore 4.34 and

3.89 times more states, and detect 4.03 and 3.76 times more fail-

ures, respectively, thanWebExplor and QExplore. It can also explore

36.42% more states than a non-cooperative approach that simply

runs five parallel Q-learning agents. Additionally, by increasing

the number of agents, which can be constrained by computational

resources, the performance of MARG can be further increased.

These promising results demonstrate the great potential of apply-

ing MARL to boost the performance of web GUI testing.

Agent /
Testing Tool

Environment / 
Website

State/Observation Action
GUI info

perception
UI event
execution

Action selection

Reward

Figure 1: A web testing loop under the MDP formulation

The contributions of this paper are summarized as follows:

• We propose a new web GUI testing approach that employs asyn-

chronous MARL to drive multiple Q-learning agents to collabo-

ratively test web applications. To the best of our knowledge, we

make the first attempt in devising efficient agent communication

mechanisms to enable effective multi-agent web GUI testing.

• Wehave implemented our approach in a prototype systemMARG

with two types of data sharing schemes to support both central-

ized and decentralized settings, which can provide references for

future research endeavors.

• We have evaluatedMARG using real-world commercial websites.

Our experiments show that MARG can significantly outperform

two state-of-the-art RL-based methods, WebExplor and QExplore,
as well as a non-cooperative multi-agent testing approach that

runs Q-learning agents in parallel.

The remainder of this paper is organized as follows. Section 2

introduces background knowledge about RL for GUI testing and

MARL algorithm. In Section 3, we demonstrate the limitation of

single-agent RL-based approaches to motivate the necessity of

MARL-based web GUI testing. Section 4 depicts the detailed design

of our proposed multi-agent approach. Section 5 presents the ex-

perimental setup for evaluating our approach and the results are

discussed in Section 6. We review the related work in Section 7 and

finally conclude the paper in Section 8.

2 Preliminaries

2.1 Reinforcement Learning for GUI Testing

Formally, anMDP instance is defined by a 5-tuple ⟨S,A,P,R, 𝛾⟩ [5].
In the context of web GUI testing, we call the software under test,

i.e., the website, as an environment while the testing process is

carried out by an agent. The interaction between the environment

and the agent is depicted in Figure 1. In the 5-tuple, a state 𝑠 ∈ S
represents how the testing agent observes information from the

current webpage. At each state, the action space A encompasses

human-like interactions with the web GUI elements, such as click-

ing buttons or links, filling input boxes, and so on. After an action
𝑎 ∈ A is performed, there will be a transformation of webpages that

follows the transition function P : S × A → S, which depends on

the functionalities and business logic of the website. After an action

is applied at time 𝑡 , the agent will be provided with an immediate

reward 𝑟𝑡 based on a predefined reward function R to guide better

GUI exploration. Such reward is typically designed based on state

changes [25, 26] or the execution frequencies of actions [35, 52].

Additionally, it also needs to define a discount factor 𝛾 ∈ [0, 1].
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Lower values of 𝛾 prioritize immediate rewards, while higher val-

ues consider long-term rewards. With such a formulation, the goal

of an RL agent is to learn to maximize the accumulated rewards

during its exploration in the environment: 𝑟1 + 𝛾1𝑟2 + 𝛾2𝑟3 + · · · .

2.2 Multi-Agent Reinforcement Learning

An MARL system can be competitive or cooperative [50]. In com-

petitive MARL, the agents have conflicting objectives, in which

the gross reward among agents is usually zero-summed [23]. Most

research work on competitive MARL focuses on two-player games,

such as AlphaGo [39, 40], a representative breakthrough in the

game of Go. In cooperative MARL, agents collaborate and coordi-

nate their actions to achieve a common goal, thus maximizing the

overall team reward. This is applicable in team-based robotics [9],

traffic management [4], etc. During web GUI testing, the testing

agents should be coordinated to maximize test efficiency and col-

laboratively explore as many diversified webpages as possible. As

such, it is a typical application scenario of cooperative MARL.

A key challenge of implementing an efficient MARL-based sys-

tem is to properly design the system’s information structure and the

communication mechanism between agents. Generally, an MARL

system can be classified into three types according to their commu-

nication styles as shown in Figure 2, namely, fully decentralized,

decentralized with networked agents, and centralized settings [50]:

(a) In a fully decentralized setting (Figure 2a), agents autonomously

make decisions and interact with the environment based on

their individual observations and their own policies. This decen-

tralized architecture simplifies system design and reduces the

complexity of coordination. However, the lack of information

exchange prevents agents from utilizing each other’s knowledge

and experience, which limits the overall performance [43].

(b) When the agents are connected through a time-varying com-

munication network, it becomes possible to disseminate local

information of an agent over the entire network [24, 46, 51]. It

is called a decentralized setting with networked agents (Figure
2b). However, within this information structure, not every pair

of agents is required to exchange information at every instant.

(c) In situations where it is necessary for all agents to consistently

share information, a central controller can be employed, re-

sulting in the centralized setting (Figure 2c). This controller

aggregates information from the agents and makes decisions

for all agents on behalf of the entire MARL system [13–16].

For the RL agents in an MARL system, they shall update their

own policies based on their observed state transitions. This can

be done in a synchronous manner, where the agents temporarily

halt their explorations, sequentially update their policies, and then

resume the next exploration step. In comparison, in an asynchro-
nous MARL system, agents update their policies independently

and asynchronously without waiting for other agents to update

theirs [30]. In web GUI testing, the RL agents explore different

paths and interact with the web application using their dedicated

browser instances. In such a scenario, asynchronous exploration

allows the agents to cover a wider range of the web application’s

functionalities and achieve a better overall coverage.

3 Motivational Study

Recently, an empirical study conducted by Fan et al. analyzed the

effectiveness of Q-learning-based web GUI testing approaches [11].

The study pointed out a performance limit for single-agent Q-

learning approaches: it is difficult for a single agent to achieve

high functional coverage for the WUT, especially when the testing

resources are constrained. To tackle this problem, i.e., improving

efficiency and achieving higher coverage, a possible solution is to

run multiple testing agents simultaneously. To investigate the feasi-

bility of the idea and understand the challenges during the process,

we performed a pilot study to see whether the parallelism of agents

can effectively improve the test coverage of web applications.

• Implementation: According to the Q-learning-based web GUI

testing framework proposed in Fan et al.’s work [11], we imple-

mented our own web testing agents on top of Selenium [2]. Specif-

ically, following Fan et al.’s approach, we abstracted a web state

as the set of all GUI elements on the corresponding webpage and

selected actions according to an 𝜀-greedy scheme. The Q-learning

agents will obtain a numerical reward based on curiosity, which has

been shown to be an effective choice for defining reward functions

in existing studies [7, 10, 38, 44, 52].

• Setup: For the pilot study, we ran our implemented Q-learning

agents on a complex commercial website
1
. This commercial website

is a web portal that contains more than one hundred hyperlinks,

each leading to a new subpage providing different web services.

Moreover, most of these subpages do not require user login before

visiting, making the background status identical for all parallel

agents. Besides, this website has a sufficient number of different

web states, which allows the measurement and comparison of the

testing adequacy achieved by each agent, as well as assessing their

collective performance. For the experiment, we ran three testing

agents in parallel for two hours and compared their visited states

at the end.

• Result: Figure 3 presents the number of visited states achieved

by each of the three Q-learning agents. It shows that within a

two-hour testing period, the three agents discovered 564 different

web states, while each contributed to 59%, 76%, and 71% of the

total states, respectively. Besides, from the Venn diagram, we can

make two more observations. First, among the 564 web states, 36%

(=(93+72+39)/564) of themwere discovered exclusively by a single

agent. Second, 42% (=236/564) of the states were visited by all three
agents. From the above observations, we can see that it is indeed

feasible to leverage a multi-agent approach to improve the coverage

of web GUI testing, so as to increase the possibility of detecting

potential faults. However, without effective agent communications,

there would a considerable amount of redundant exploration among

the parallel agents, resulting in the waste of testing resources.

• Conclusion: Based on the above analysis, it is evident that reduc-

ing the redundancies in the states visited by the testing agents has

a great potential of improving the overall performance of web GUI

testing. Motivated by this, in our work, we will focus on harnessing

multi-agent approaches for web GUI testing and devising practical

strategies to facilitate the cooperation among the testing agents,

enabling them to efficiently share information and collaboratively

explore diversified webpages to quickly achieve high test coverage.

1
For commercial reasons, the website is anonymized.
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Environment

Agent 1

Agent 2

Agent N
…

Observation Observation

(a) Fully decentralized setting

Environment

Agent 1

Agent 2 Agent N

…

Observation Observation

Agent 3

(b) Decentralized settingwith networked agents

Environment

Agent 1 Agent 2 Agent N…

Observation

Central Controller

Observation

(c) Centralized setting

Figure 2: Three representative information structures in MARL [50]

236

25

72

69

93

30

39RL Agent 1
(330 states)

RL Agent 2
(428 states)

RL Agent 3
(402 states)

Figure 3: The Venn diagram of the sets of web states visited

by the three Q-learning-based testing agents

4 Approach

4.1 Problem Formulation

MARL can be formulated as a multi-agent extension of the MDP de-

scribed in Section 2.1, as denoted by ⟨𝑁,S, {O𝑖 }, {A𝑖 },P,R, 𝛾⟩ [48],
where 𝑖 ∈ {1, . . . , 𝑁 } corresponds to the 𝑖-th agent in the system of

𝑁 agents. The O stands for observation, which refers to the infor-

mation that an agent perceives about the environment. Typically,

the state space S is defined by the Cartesian product of observation

space of each agent, i.e., S = O1 × O2 × · · · × O𝑁 . However, this

formulation presents the challenge of state explosion, particularly

in the context of web GUI testing, as webpage states exhibit high

variability.

In an asynchronous MARL system, it is essential to consider

which information the agents need to communicate in order to

achieve better cooperation and coordination. Instead of coordinat-

ing the joint exploration status among all agents, the emphasis

should be placed on exchanging their historical experiences to

avoid redundant exploration. Therefore, we define the state space
in our problem as: S = O1 ∪ O2 ∪ · · · ∪ O𝑁 . Such a setting allows

the MARL algorithm to prioritize the decisions that agents should

make when observing specific webpages, without considering the

states of the other agents at the same time. In other words, the state

space in our problem consists of all states observed by all the agents

in the system. To simplify presentation, we will use the symbol 𝑠

to represent both the concepts of state and observation.
We extract valid UI events set as a representation of the state

𝑠 = (URL, 𝐸1, 𝐸2, ..., 𝐸𝑛), which also represents the action space
A𝑠 = {𝐸1, 𝐸2, ..., 𝐸𝑛} within this observed state. Here, 𝐸𝑘 is a UI

event and 𝑛 is the number of unique UI events that can be triggered

on a given webpage. This abstraction method borrows the idea

of combined state representation employed by WebExplor [52],

while we replace its tag sequence as the set of actions, which has

been shown to be more effective [11]. It provides the benefit of

simplifying the state space while retaining essential information.

Moreover, it aligns with the state-action pairs in the tabular Q-

learning framework.

During testing, the state transition function P is implicit as

the agent lacks direct access to navigation information. Instead,

the agent learns an approximate P by observing state transitions

through interactions with the website. When an agent in the multi-

agent system executes an action 𝑎 ∈ A𝑠 based on the state 𝑠 ∈ S,
the webpage undergoes changes, resulting in a new state 𝑠′ ∈ S
and an immediate reward 𝑟 based on the reward function R:

𝑟 = R(𝑎) = 1

Count(𝑎) (1)

This curiosity reward function has been demonstrated to be effec-

tive [11, 38, 52], where Count(𝑎) represents the number of times

the action 𝑎 has been applied within the multi-agent system during

the testing session.

4.2 An Overview of MARG

Figure 4 shows the overview of MARG. In this system, each agent

can perform automatic GUI testing of the WUT on its own browser

instance. Each testing step of an individual agent is divided into

four phases: ❶ GUI information perception, ❷ policy optimization,

❸ action selection, and ❹ UI event execution. The phases of GUI

information perception and UI event execution are performed by

the Interaction component, which is handled independently by each

agent. On the other hand, the phases of policy optimization and

action selection are grouped as a Decision-making component man-

aged by a controller that facilitates experience sharing. To achieve

reliable and asynchronous information transmission between the

agents and the controller, our system employs a client-server archi-

tecture [21] and utilizes the HTTP protocol [12] for data transfer.

During a testing session, each agent independently detects in-

teractable elements on its observed webpage. Such elements can be

clickable buttons or links, text boxes or multiple-selection boxes.

These elements form the action space, which, combined with the

webpage’s URL, serves as the agent’s state, as defined in Section 4.1.

Additionally, the agent discerns the categories of the current test-

ing step, generates corresponding request messages, and sends the

messages to the controller (i.e., the server). Different categories

of steps correspond to different processing logics, which will be

elaborated in Section 4.3. With the requests from the agent, the

controller obtains transition information for updating global data

and optimizing strategy based on extended Q-learning algorithms.
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Figure 4: An overview of MARG

Meanwhile, the current GUI information, including state and action

space, will be used to select an appropriate action. The detailed

algorithms will be introduced in Section 4.4. Subsequently, the con-

troller will send a response message to the corresponding agent,

which contains the selected action along with other necessary in-

formation. Upon receiving the response, the agent executes the

selected action, which is a UI event, updates its local data memory,

and proceeds to the next step.

4.3 Testing Stages and Messages

During the continuous interaction with the WUT, a testing agent

often faces different stages that should be handled with different

methods. For example, at the beginning of a testing session, as the

agent does not possess any knowledge about the website, it cannot

properly update its action policy. As another example, when some

exceptional situations occur (e.g., crashes), the agent should have

means to recover from the erroneous status. InMARG, at each step

in the testing loop, the agent will recognize its current stage. There
are four stages defined in MARG: initial, normal, failure, and stag-

nation stages. Based on the stage, the agent sends a corresponding

message to the controller to obtain optimal action in the current

step. The classification of stages, request message formats, and

expected response message content are shown in Table 1.

• Initial Stage refers to the beginning of the testing process. With

no prior visited states or applied actions, the agent simply needs

to provide the controller with the state and action space of the

current webpage. After receiving the initial request message, the

controller checks the global state list to determine if the state has

appeared in the testing history of the entire system. If the state

exists, its corresponding index is retrieved. Otherwise, the state is

added to the global state list along with its action space information.

Then, the system retrieves the corresponding index and feeds it

into the policy function to obtain an action. Finally, the controller

encapsulates the state index and the selected action into a response

message, and returns it to the agent.

• Normal Stage refers to a normal interaction during testing, which

involves a complete state transition. As shown in Table 1, agent

sends the index of previous state and action that navigate to the

current state, along with GUI information of current webpage, to

the controller. After the controller acquires the state index based

on the GUI information and calculates the action execution count

to compute reward 𝑟 using Equation (1), the tuple (𝑠, 𝑎, 𝑠′, 𝑟 ) can
update the policy function. The process of action selection and

response message generation is the same as that in the initial stage.

• Failure Stage encompasses situations where the agent encounters

obstacles preventing smooth testing progress. It may occur when

the webpage 1) lacks interactive elements, 2) is inaccessible due to

broken links, server errors, or access restrictions, 3) is from external

websites that are not within the defined testing domain. In these

situations, the agent shares with the controller the previous state

and action that resulted in current webpage, without providing

detailed information about the webpage itself. Thus, the controller

can penalize the Q-values to indicate that executing the action in

that state is unfavorable. Different from the action selection process

in normal stage, in such cases, the controller returns a URL with

lowest visit count for the agent to restart from. This helps the agent

recover from abnormal status and facilitates further exploration.

• Stagnation Stage occurs when the agent becomes trapped in a

local loop, meaning that it has executed actions more than threshold
times without triggering a new state. Similar to the failure stage, the

agent will restart the testing process from the least visited webpage.

Additionally, this stage involves a complete state transition, thus

the information shown in Table 1 should also be synchronized to

the controller for policy optimization.

The advantage of this classification method is that the controller

only needs to determine the decision category of the agent based on

the type of request message, without having to retain excessively

detailed local information of the agent. This simplifies the task of

the controller, enabling it to handle and respond to the request

messages from agents more efficiently.

4.4 Multi-Agent Q-Learning

As mentioned above, the controller is responsible for two key

phases: policy optimization and action selection. For single-agent

GUI testing, previous studies [10, 19, 25, 35, 38, 44, 52] have demon-

strated the effectiveness of the Q-learning [47] algorithm in updat-

ing the action policy:

𝑄 (𝑠, 𝑎) ← 𝑄 (𝑠, 𝑎) + 𝛼 [𝑟𝑡 + 𝛾 max

𝑎′∈A𝑠′
𝑄 (𝑠′, 𝑎′ ) − 𝑄 (𝑠, 𝑎) ] (2)

When it comes to action selection, 𝜀-greedy is widely employed

to strike a balance between exploration and exploitation [25, 35, 44].
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Table 1: Attributes in the HTTP messages at different stages and the corresponding responses

Stage Message

Agent

ID

Previous

State Index

Executed

Action

Current

Observation

Current

Action Space

Current

State Index

Selected

Action

Initial ✓ ✓ ✓
Request

Normal ✓ ✓ ✓ ✓ ✓
Response - ✓ ✓ UI event

Failure ✓ ✓ ✓
Request

Stagnation ✓ ✓ ✓ ✓ ✓
Response - ✓ restart URL

Action Space …

State Space
…

Request 
Message List

…

Agent 1

Agent 2

Agent 3

Agent 1

Agent 3

(𝑠!, 𝑎", 𝑠") (𝑠!, 𝑎#, 𝑠$)

(𝑠", 𝑎%, 𝑠!) (𝑠", 𝑎&, 𝑠#)
(𝑠', 𝑎$, 𝑠%)

Figure 5: An illustration of the shared Q-table scheme

This strategy randomly selects an action from the action space with

a probability of 𝜀, while exploiting prior experience by choosing

the highest-scored action with a probability of 1−𝜀:

𝑎∗ =

{
argmax

𝑎′∈A𝑠

𝑄 (𝑠, 𝑎′ ) with probability 1−𝜀,

random ∈A𝑠′ with probability 𝜀.
(3)

4.4.1 Centralized Q-learning with a shared Q-table. When there are

multiple RL agents relying on a centralized controller for decision-

making, it becomes intuitive to record all state-action pairs and the

corresponding Q-values into a shared Q-table. Figure 5 provides an

illustration of how the controller optimizes the RL policy using a

shared Q-table. Upon parsing the response message and accessing

the global data memory, the controller obtains a 4-tuple (𝑠, 𝑎, 𝑠′, 𝑟 ),
enabling it to update the value of 𝑄 (𝑠, 𝑎) according to Equation (2).

Referring to Figure 5, assuming there are three agents in the system.

The first request message from Agent 1 requires the controller to

update 𝑄 (𝑠1, 𝑎3). Suppose that the updated Q-value 𝑄 (𝑠1, 𝑎3) is
lower than its previous value, leading to 𝑄 (𝑠1, 𝑎5) becoming the

highest Q-value. Consequently, whenAgent 3 visits the state 𝑠1 after

taking action 𝑎4 in state 𝑠3, the probability of selecting 𝑄 (𝑠1, 𝑎5)
becomes highest. If the controller chooses action 𝑎5 for Agent 3,

it will receive a request message from Agent 3, as depicted by the

fifth message in Figure 5, which leads to an update of 𝑄 (𝑠1, 𝑎5).
In this way, all agents within the system can share testing experi-

ences through the shared Q-table. When an agent receives a reward

for a state-action pair, the corresponding value in Q-table is updated

accordingly. As a result, when other agents visit the same state,

they will be influenced by the experiences and prioritize actions

with higher Q-values. In other words, they exhibit a preference for

actions that have previously demonstrated higher rewards across

Algorithm 1: Distributed Q-learning for the 𝑘-th agent

Input: Agent 𝑘 : previous state 𝑠 , executed action 𝑎, current state 𝑠′ ,
action space of current state A𝑠′ , reward 𝑟

Global: number of agents 𝑁 , Q-tables𝑄1,𝑄2, ...𝑄𝑁 , and

hyperparameters 𝛼,𝛾, 𝜀

Output:𝑄𝑘 , chosen action 𝑎′

1 if 𝑠′ not in𝑄𝑘 then

2 initialize𝑄𝑘 (𝑠′,A𝑠′ )
3 for 𝑗 = 1, ..., 𝑁 ; 𝑗 ≠ 𝑘 do

4 if 𝑠′ in𝑄 𝑗 then

5 tempQ.append(𝑄 𝑗 (𝑠′,A𝑠′ ))

6 if tempQ is empty then

7 update𝑄𝑘 (𝑠, 𝑎) using Equation (2)

8 Choose 𝑎′ from A𝑠′ using Equation (3) on𝑄𝑘 (𝑠′, · )
9 else

10 update𝑄𝑘 (𝑠, 𝑎) using Equation (4)

11 for 𝑎𝑖 in A𝑠′ do

12 𝑄∗
𝑠′ (𝑎𝑖 ) = Σ𝑄 𝑗 ∈tempQ𝑄 𝑗 (𝑠′, 𝑎𝑖 )

13 Choose 𝑎′ from A𝑠′ using Equation (3) on𝑄∗
𝑠′ ( ·)

all agents’ experiences. This mechanism of experience sharing fa-

cilitates mutual learning and leverage among all agents, thereby

improving the overall system performance and effectiveness.

4.4.2 Distributed Q-learning with data exchange. The shared Q-

table scheme is simple and easy to implement. More importantly,

it allows timely updates of testing experiences among all agents.

However, it may become inefficient as the scale of the Q-table grows.

Therefore, we consider an alternative approach, where each agent

maintains its own Q-table and updates it on demand. This approach,

which we called distributed Q-learning, is shown in Algorithm 1.

When the controller receives a message from the 𝑘-th agent, it

parses the message to obtain the tuple (𝑠, 𝑎, 𝑠′, 𝑟 ). Then, it searches
the Q-table for agent 𝑘 to check if there are Q-values for the current

state 𝑠′. If there are no Q-values for 𝑠′, the controller initializes

𝑄𝑘 (𝑠′,A𝑠′ ) with an initial Q-value (lines 1-2).

Next, the controller optimizes the policy for agent 𝑘 by updating

𝑄𝑘 (𝑠, 𝑎). Before calculating the new value of𝑄𝑘 (𝑠, 𝑎), the controller
gathers information about the current state 𝑠′ from the Q-tables

of other agents. Specifically, if 𝑠′ is present in the Q-table of the

agent 𝑗 such that 𝑗 ≠ 𝑘 , the value 𝑄 𝑗 (𝑠′,A𝑠′ ) is saved into a tem-

porary table tempQ (lines 3-5). In case no such state 𝑠′ exists (line
6), meaning that the state 𝑠′ which agent 𝑘 is currently visiting
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has not been visited before in the testing process of the entire sys-

tem, there is no experience data available. Therefore, agent 𝑘 relies

solely on its own Q-table to estimate the optimal action-value func-

tion, updating 𝑄𝑘 (𝑠, 𝑎) by following the Q-learning algorithm in

Equation (2) (line 7). Additionally, the controller chooses an action

from its action space A𝑠′ , by employing the 𝜀-greedy (Equation 3)

strategy on the Q-values for state 𝑠′ , denoted as 𝑄𝑘 (𝑠′, ·) (line 8).
When there were past experiences on state 𝑠′ learned by other

agents, the agent 𝑘 should update its own policy. Inspired by double

Q-learning [17], we update the Q-values as follows:

𝑄𝑘 (𝑠, 𝑎) ←𝛼 [𝑟 + 𝛾
𝑙

∑︁
𝑄 𝑗 ∈tempQ

𝑄 𝑗 (𝑠′, argmax

𝑎′∈A𝑠′
(𝑄𝑘 (𝑠′, 𝑎′ ) ) ) − 𝑄𝑘 (𝑠, 𝑎) ]

+𝑄𝑘 (𝑠, 𝑎)
(4)

where 𝑙 is the length of the tempQ table. It updates the 𝑄𝑘 (𝑠, 𝑎) for
agent 𝑘 based on reward 𝑟 , the discounted future rewards obtained

from the other agents’ experiences, and the current Q-value itself.

It calculates the average of the Q-values for the actions with the

highest value in 𝑄𝑘 (𝑠′, ·) among the other agents’ Q-tables. After

updating the policy for agent 𝑘 , the controller will choose an action

to be executed. In order tomake an informed decision, it recalculates

the Q-values for each action in A𝑠′ based on the experiences of

other agents on state 𝑠′ (line 12). Then, it utilizes 𝜀-greedy strategy

to choose an action on 𝑄∗
𝑠′ (·) (line 13).

5 Experimental Setup

5.1 Implementation and Environment

MARG contains two main components (Figure 4): The client-side

agents are implemented on top of Selenium-Java [2] for webpage

interactions; as for the server side, the controller consists of two

Q-learning algorithms implemented in pure Python, while the data

is stored in a MySQL database. The HTTP communication is imple-

mented using the Flask framework [1] as a RESTful server.

Regarding the two multi-agent Q-learning algorithms, we de-

veloped two versions of our proposed tool, namely MARG
𝑁
𝐶

(i.e.,

Centralized Q-learning with a shared Q-table) and MARG
𝑁
𝐷

(i.e.,

Distributed Q-learning with data exchange), which correspond to

the centralized Q-learning and the distributed Q-learning schemes,

respectively. Here 𝑁 represents the number of agents.

We conducted all the experiments on multiple desktop devices

with identical configurations, each of which has an Intel i7-13700

CPU and 32GB RAM. The devices are connected with 1Gbps Ether-

net to ensure stable network conditions. During the experiments,

we ran all agents in the same MARL system on the same device for

better communication efficiency.

5.2 Baseline Approaches

To evaluate MARG, we first selected WebExplor [52] and QExplore
[38], two state-of-the-art web GUI testing tools, as the baseline

approaches. WebExplor [52] converts an HTML document to a

sequence of tags and adopts the gestalt pattern matching algorithm

for state abstraction. It uses a deterministic finite automaton (DFA)

to provide high-level guidance. QExplore [38] defines the state of
a web application as the set of actions (e.g., button clicks) on a

webpage, which is similar toMARG, and involves a contextual data

input method to generate textual inputs.

Besides, to evaluate the performance improvement brought by

the data sharing mechanism, we also included a baseline method

that runs multiple Q-learning agents without any information ex-

changing.We call this baseline IQL
𝑁
(Independent Q-Learning [27]),

where 𝑁 represents the number of agents.

It is worth explaining that we did not run multiple instances

of WebExplor or QExplore in parallel for comparison due to two

primary reasons. First, the main focus of our work is to devise agent

cooperation strategies to improve the efficiency and performance

of web GUI testing. Hence, our essential task in the evaluation is

to compareMARG with a multi-agent approach without effective

agent cooperation (i.e., the IQL
𝑁

approach mentioned above). Sec-

ond, both WebExplor and QExplore leverage extra methods (e.g.,

DFA or contextual data input method) beyond RL, it would be un-

fair toMARG, in which each agent only leverages plain Q-learning

algorithms to guide webpage exploration, if we compare it with

parallelly running multiple instances ofWebExplor or QExplore.

5.3 Research Questions

To evaluateMARG, we conducted experiments to investigate the

following three research questions:

• RQ1 (Tool Performance): How does MARG compare with the

state-of-the-art web GUI testing methods? Additionally, can co-

operative MARL techniques (i.e.,MARG
𝑁
𝐶

andMARG
𝑁
𝐷
) achieve

a better performance than independently executing multiple

agents (i.e., IQL
𝑁
)?

• RQ2 (Comparison of Data Sharing Schemes): Is there a per-

formance difference betweenMARG
𝑁
𝐶

andMARG
𝑁
𝐷
? If so, what

are the contributing factors of this difference?

• RQ3 (Effect of Agent Numbers): How does the number of

agents affect the performance of MARG?

5.4 Configurations

Table 2 summarizes all compared approaches. During the experi-

ments, we followed the settings from existing work [38, 52], giving

the same time budget of two hours to all these approaches. To

mitigate randomness, we repeated each experiment 3 times and

calculated the average results.

The parameters for WebExplor and QExplore were set according
to the respective papers. As for IQL

𝑁
,MARG

𝑁
𝐶
, and MARG

𝑁
𝐷
, we

set the parameters 𝛼 = 1, 𝛾 = 0.5, 𝜀 = 0.5. These parameter values

have been evaluated and demonstrated good performance and sta-

bility in a recent empirical study [11]. In Algorithm 1, the initial

Q-value is set to 10.0 based on a pilot experiment.

For RQ1 and RQ2, the number of agents in MARG’s system was

set to five. As for RQ3, we conducted experiments using different

numbers of agents, with𝑁 being set to 3, 5, 8, 12 and 15, respectively.

5.5 Subject Websites

Multi-agent approaches are more suitable for testing large-scale

websites (i.e., they would be an overkill for small-sized websites).

For this reason, we selected eight popular real-world websites with

world-wide influence from Semrush rankings [3] for our experi-

ments. In order to comprehensively evaluate the performance of

MARG on different types of websites, we randomly selected web-

sites from different categories, with details of the eight websites
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Table 2: Details of the compared approaches

Approach Unique Feature State Reward 𝜸 𝜺 𝜶

WebExplor DFA guidance

(URL, tag sequence

of html_doc)
1√

Count(𝑠,𝑎,𝑠′ )
0.95 -

1
QExplore Contextual data input method (𝐸1, 𝐸2, ..., 𝐸𝑛)


𝑅max if Count(𝑎) = 0

1√
Count(𝑎)

if Count(𝑎) > 0

𝑅negative if 𝑠 is not valid

0.9 × 𝑒− |𝐴𝑠′ |−1
10

0

IQL
𝑁

Independently run multiple Q-learning agents

(URL, 𝐸1, 𝐸2, ..., 𝐸𝑛)
1√

Count(𝑎) 0.5 0.5MARG
𝑁
C Centralized multi-agent Q-learning with a shared Q-table

MARG
𝑁
D Distributed multi-agent Q-learning with data exchange

Table 3: Details of subject websites

Name Category URL

WUT𝐴 Anonymous. Anonymous.
toppr Distance Learning https://www.toppr.com/

Smadex Advertising and Marketing https://smadex.com/

Vuestic Education https://ui.vuestic.dev/

YouTube Newspapers https://youtube.com/

GitHub Software and Development https://github.com/

GameSpot Computer and Video Games https://www.gamespot.com/

EatingWell Food and Beverages https://www.eatingwell.com/

IKEA Online Services https://www.ikea.com/

listed in Table 3. We also included the website used in the pilot

study (Section 3), which is anonymized and denoted asWUT𝐴 .

5.6 Metrics

Considering that these RL-based approaches are driven by curios-

ity, wherein the fundamental principle revolves around exploring

more webpages to increase the possibility of finding failures, we

evaluated web GUI testing approaches from two perspectives: ex-

ploration capability and testing effectiveness. In terms of the explo-

ration capability, we used metrics inspired by the evaluation of web

crawling methods [29]. Specifically, we recorded the number of ex-
plored states, detected actions (including executed ones), and executed
unique actions. Due to the different state abstractions among these

compared approaches, we unified their states as (URL, 𝐸1, 𝐸2, ..., 𝐸𝑛)
to statistically analyze the number of explored states. For evaluating

testing effectiveness, we collected detected failures, which involves

capturing and analyzing the triggered crashes and console errors

during the testing process.

6 Results and Discussion

6.1 RQ1: Tool Performance

The averaged results among three repeated runs are summarized

in Table 4, where bold numbers indicate the best results. It can be

observed that running multiple agents significantly improves the

coverage and efficiency of the tests. Specifically, based on average

results, equipped with five agents, MARG
5

D demonstrates excellent

performance across most of the metrics. In terms of the number

of explored states, it surpasses WebExplor and QExplore by factors

of 4.34 (=661.5/152.4) and 3.89 (=661.5/170.1), respectively. As for

executed unique actions, the factors are 3.03 (=626.1/206.3) and 2.46

(=626.1/254.4). The increase in the explored states and executed ac-

tions contributes to the improved testing outcomes: MARG detects

4.03 and 3.76 times more failures than the two baseline methods.

When comparing MARG
5

C and MARG
5

D with the baseline ap-

proach IQL
5
, it shows that the performance of MARG surpasses

that of the baseline on most websites. For instance, there is a 36.42%

(=(661.5-484.9)/484.9) improvement in the capability of state explo-

ration from the average results. The improvement is particularly

significant on the Vuestic and Toppr websites, exhibiting an impres-

sive growth of 331% and 550% in the explored states, respectively.

We did a deeper investigation to understand the underlying rea-

son for such significant differences and found that both of the two

websites have numerous external links, which, due to network

conditions, can delay agent exploration significantly. In our exper-

iment, such “risky actions” can waste time and lead to a failure
stage. However, cooperative MARL algorithms can decrease

the probability of selecting risky actions. When an agent selects

an action that may result in clicking on an external link, it prop-

agates this information through Q-value updates to other agents,

greatly reducing the chance of re-clicking such links and thereby

enhancing the overall performance of MARG.

WhileMARG
5

C andMARG
5

D demonstrated superior performance

than IQL
5
in terms of state exploration, IQL

5
executed more unique

actions on a few websites, such as GitHub. However, the actual

testing effectiveness of IQL
5
still falls short ofMARG

5

C andMARG
5

D,

as shown by the number of detected failures.

Answer to RQ1: Compared to the two state-of-the-art tools,

WebExplor and QExplore,MARG
5

D surpasses them by 4.34 and

3.89 times, respectively, in the number of explored states, lead-

ing to the detection of approximately three times more failures.

Moreover, cooperativeMARL helps avoid unnecessary repetitive

behaviors of web testing agents, resulting in a 36.42% increase

in the number of explored unique web states, compared to inde-

pendently running multiple agents.

6.2 RQ2: Comparison of Data Sharing Schemes

Based on the data presented in the Table 4, distinct performance

advantages can be observed forMARG
5

C andMARG
5

D across differ-

ent subject websites. To further investigate the impact of the two

data sharing schemes on the performance of MARG, we compare

them from the perspectives of communication overhead and data
propagation capabilities.
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Table 4: Comparison ofWebExplor, QExplore, IQL5,MARG
5

C, and MARG
5

D

WebExplor QExplore IQL
5

MARG
5

C MARG
5

D WebExplor QExplore IQL
5

MARG
5

C MARG
5

D

Explored States (#) Detected Actions (#)

WUT𝐴 380.0 153.0 836.0 701.0 912.0 1334.0 1538.0 3442.7 3126.0 3169.0

toppr 13.0 7.0 12.3 53.0 46.0 239.0 207.0 292.0 852.0 692.0

Smadex 53.0 101.0 322.3 703.3 590.7 407.0 555.0 539.3 556.7 562.3

Vuestic 83.3 26.7 42.7 273.0 283.3 347.3 194.7 264.0 1122.0 1169.3

YouTube 348.7 288.3 442.3 425.7 587.3 1946.0 1573.0 2261.0 2235.0 2382.3

GitHub 37.7 387.3 631.0 851.3 823.3 199.0 3718.3 10949.7 14611.6 14487.8

GameSpot 43.7 58.0 197.3 281.7 227.3 260.3 373.7 1132.5 1129.3 1062.7

EatingWell 381.0 427.7 1082.0 1296.7 1155.0 1319.3 1330.7 2133.3 2166.3 1909.5

IKEA 31.0 82.0 798.3 1318.7 1329 65.0 223.0 3008 2648.0 2786.3

Average 152.4 170.1 484.9 656.0 661.5 679.7 1079.3 2669.2 3160.8 3135.7

Executed Unique Actions (#) Detected Failures (#)

WUT𝐴 343.5 341.0 1112.3 782.0 1168.0 13.0 8.3 28.0 30.3 42.0

toppr 80.5 63.0 72.7 291.0 290.7 1.0 0.7 6.0 7.3 6.7

Smadex 120.0 332.0 391.3 376.3 405.3 1.0 2.0 3.0 4.0 1.7

Vuestic 201.7 89.0 145.3 616.0 695.0 6.7 4.7 25.3 29.3 39.7

YouTube 550.0 239.3 850.3 800.3 1085.7 35.3 33.0 71.0 59.3 72.7

GitHub 84.3 444.7 856.7 369.3 430.7 3.0 7.3 34.3 40.7 44.3

GameSpot 108.0 127.7 393.0 477.3 400.0 12.0 18.7 73.0 77.3 76.0

EatingWell 311.0 494.0 682.3 471.0 511.5 13.3 17.0 27.0 28.0 32.5

IKEA 58.0 160.0 874.7 596.7 648.0 3.0 3.0 31.0 32.0 39.7

Average 206.3 254.5 597.6 531.1 626.1 9.8 10.5 33.2 34.2 39.5

To compare the communication overhead, we collected the num-

ber of actions executed by MARG during each experiment. The

results are shown in Figure 6. For instance, in three repeated exper-

iments, the average total number of actions executed by the entire

system of five agents in MARG
5

C is 5,999, while that of MARG
5

D
is 8,219. It can be observed that MARG

5

D generally has a higher

number of action execution compared to the MARG
5

C. This is be-

cause there is only a single global Q-table in MARG
5

C, where the

controller performs action selection for each agent and updates

the policy through read and write operations on this Q-table. In

contrast, when using distributed Q-learning with data exchange

(i.e., Algorithm 1), the controller maintains corresponding Q-tables

for each individual agent, which provides several advantages: first,

regarding write operations, the controller only needs to update

the Q-table associated with the agent without modifying other Q-

tables; second, for read operations, it solely accesses the Q-tables of

other agents that involve relevant states, rather than accessing all

Q-tables. By reducing the need for global communication,MARG
5

D
can perform policy optimization and action selection more

efficiently, resulting in a higher number of executed actions.

To compare the data propagation capabilities, we calculated the

ratio of the number of explored states to the number of executed

actions, and presented the results in Figure 7. The higher the ratio,

the greater the number of states explored under the same number

of actions (i.e., better data propagation capabilities and exploration

efficiency). Figure 7 shows that these ratios ofMARG
5

C are higher

compared toMARG
5

D. This is becauseMARG
5

C utilizes a centralized

global Q-table, which stores the collective historical experiences

of the group of agents. Therefore, for any agent, the transition
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data from other agents can be treated as if it has been acquired by

itself, as agents can directly access the experiences of other agents

through the shared Q-table. On the contrary, MARG
5

D exhibits a
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gradual decrease in the efficacy of information propagation during

the information dissemination process.

A practical implication of the above finding is that practitioners

and researchers should consider the trade-off between information

propagation capabilities and communication overhead when choos-

ing between the centralized and distributed data sharing schemes.

While the former possesses better information propagation capabil-

ities, it also incurs higher communication overhead. On the other

hand, within the same time budget, the latter demonstrates superior

overall performance, as indicated by the average results.

Answer to RQ2:MARG
𝑁
C , with its centralized nature, exhibits

superior information propagation capabilities. However, it in-

curs a higher communication overhead during the testing pro-

cess. In contrast, theMARG
𝑁
D algorithm exhibits relatively lower

overhead while upholding a good overall performance.

6.3 RQ3: Effect of Agent Numbers

Utilizing a multi-agent system for web GUI testing tasks introduces

a new configuration item: the number of agents 𝑁 . We configured

varying 𝑁 to testWUT𝐴 in order to investigate the impact of the

number of agents on MARG’s performance. The selection of the

subject websiteWUT𝐴 was based on its complexity, as shown in

Table 4 with relatively large numbers of detected states and actions.

As depicted in the Figure 8, in most cases, the testing perfor-

mance of MARG exhibits an upward trend as the number of

agents increases. However, the improvement ratios are not directly

proportional to the number of agents. For example, as the number

of agents 𝑁 increases from 3 to 5 (↑67%), 8 (↑167%), 12 (↑300%), and
15 (↑400%), the quantity of explored states of MARG

𝑁
C increases

by 20%, 138%, 140%, and 146%, respectively. Similarly, the explored

states of MARG
𝑁
D exhibited increments of 63%, 138%, 276%, and

211% correspondingly. Regarding the results of detected failures, as

𝑁 increases from 5 to 8, the number of detected failures byMARG
𝑁
D

slightly decreases. This is understandable asMARG may explore

different states with different numbers of agents and faults are

typically not evenly distributed within web applications. When 𝑁

further increases from 8, the number of detected failures also in-

creases. These results indicate that increasing the number of agents

generally brings performance improvement. However, due to the

huge search space and the inherent randomness in the behaviors

of the RL agents, a greater number of agents does not always lead

to significant improvements in testing performance and the extent

of improvement may vary across different metrics.

Additionally, in the Figure 8, we can observe that as the value

of 𝑁 varies from 3 to 8, the exploration capability of MARG
𝑁
C in-

creases significantly. However, as 𝑁 further increases to 12 and 15,

the rate of improvement in exploration capability gradually slows

down. On the other hand, the exploration capability of MARG
𝑁
D is

relatively stable when 𝑁 changes. This indicates that as the number

of agents reaches a certain threshold, along with a large number of

explored states and the significantly expanded Q-table, the infor-

mation sharing effectiveness ofMARG
𝑁
C may decline. As discussed

in Section 6.2, maintaining a large Q-table inMARG
𝑁
C results in in-

creased overhead associated with utilizing and updating the Q-table.

We further investigated the total number of executed actions of

MARG
15

C andMARG
15

D within the two-hour timeframe. We found

that the total number of actions executed byMARG
15

C is 72% of that

by MARG
15

D . This observation suggests that MARG
𝑁
D is better

suited for scenarios involving a larger number of agents, es-

pecially when testing dynamic and complex websites where

efficient agent collaboration is required.

Lastly, we also attempted to configure a larger number of agents.

However, the number of agents will be constrained by the

available computational resources. We encountered an out-of-

memory error when running 20 agents within a 2-hour time budget.

Answer to RQ3: As the system is configured with more agents,

its testing performance generally improves. Due to the low

overhead of maintaining Q-tables, MARG
𝑁
D showcases supe-

rior results than MARG
𝑁
C . Nevertheless, the expansion of agent

numbers is limited by the available computational resources.

6.4 Threats to Validity

The experimental results are subject to uncertainties arising from

network issues and inherent randomness in the algorithm (e.g.,

randomization in 𝜀-greedy). To address this issue, each experiment

for every subject website was conducted on the same machine, and

we attempted to ensure consistency in network conditions during

testing. Moreover, each experiment was conducted three times.

The evaluation of MARG was conducted on only nine commer-

cial websites, which may not be representative of all possible web

applications. There is a potential threat that our findings may not

generalize across all real-world web applications. To mitigate this

threat, we selected different types of websites, many of which are

large-scale and complex (e.g., YouTube, GitHub, and IKEA). Our ex-

ploratory study demonstrates the potential of MARL in enhancing

the efficiency and performance of web GUI testing. Moving for-

ward, we plan to run our system on more diversified and complex

websites to further assess and enhance its performance.

Furthermore, we followed an existing empirical study [11] and

employed a single configuration to set the parameters of the Q-

learning algorithm across all tools. While this ensured consistency,

it could restrict the thorough evaluation of tool performances be-

cause of the potential impacts of varying parameter settings.

7 Related Work

7.1 Reinforcement Learning for GUI Testing

RL-based techniques are capable of learning and optimizing the ex-

ploration strategies through continuous interactions with the envi-

ronment [33], which makes them promising to facilitate intelligent

GUI testing. AutoBlackTest [25] is an RL-based testing technique for

desktop applications. It treats the collection of GUI elements as its

abstracted state and calculates reward by GUI changes. Bauersfeld

et al. [7] adopted a similar approach, but with a minor difference,

they used the inverse of action frequencies as a reward. This calcu-

lation method has been used in recent works (e.g., WebExplor [52]
and QExplore [38]), which they referred to as “curiosity”. Fan et

al. summarized GUI testing techniques driven by Q-learning [11].

They highlighted the effectiveness of configurations such as using

element collections as states and curiosity as rewards. They also
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Figure 8: Performance of MARG with different numbers of testing agents

pointed out the limitation of a single Q-learning agent in testing a

large-scale website. To address the slow exploration challenge, Mo-

bilio et al. proposed 𝐺𝑇𝑃𝑄𝐿
[32], where parallel Q-learning agents

run independently and synchronize their Q-models periodically.

With the continuous development of deep learning technology,

tools that utilize deep reinforcement learning (DRL) [22, 30, 31] for

GUI testing have emerged. A challenge addressed by DRL-based

techniques is abstracting complex GUI states, a.k.a., GUI embed-

ding. QDroid [45] creates a vector of length 4 where the elements

hold the number of components: Input, Navigation, List and Button,

which is an input of the Deep Q-Network. DQT [20] preserves wid-

gets’ structural and semantic information with graph embedding

techniques, building a foundation for identifying similar states or

actions and distinguishing different ones.

7.2 Multi-Agent Systems

Recently, cooperative MARL algorithms have gained wide applica-

tions in various fields, while most of them focus on the collaboration

of multiple Q-learning agents. Melo et al. [28] leveraged the charac-

teristics of sparse interactions to minimize the coupling between dif-

ferent Q-learning agents. Specifically, each agent employs a “global”

Q-learning approach in its own responsible exploration domain,

and uses a “local” Q-learning approach when coordinating with

other agents. To facilitate such coordination, they introduced an ad-

ditional “coordination” action in the agent’s action space. Pham et

al. [36] proposed a distributedMARL algorithm for unmanned aerial

vehicle (UAV) teams. This algorithm enables cooperative learning

among UAVs to achieve comprehensive coverage of unknown in-

terest areas while minimizing the overlap between their fields of

view. For this purpose, the reward for an individual agent will be

penalized by the number of overlapping cells with the other agents.

To address the issue of state explosion, they employed effective

function approximation techniques to handle the representation of

high-dimensional state spaces.

Besides the above studies, researchers have also explored testing

software with multi-agent systems. Cai et al. proposed Fastbot [8],

in which multiple agents are responsible for constructing a DAG

model of an Android app to support model-based testing. Huo et

al. [18] proposed a multi-agent testing environment for web appli-

cations. They divided the task of web testing into several subtasks,

such as web page retrieval, information extraction, etc. In their sys-

tem, the coordination and scheduling among agents were conducted

by separate agents, namely, brokers. Similar task decomposition

ideas have also been applied to testing tasks involving dynamic

and collaborative web services. For example, Bai et al. [6] proposed

a multi-agent framework, MAST, aiming to facilitate web service

testing in a coordinated and distributed environment. Different

from these existing studies, our work explores the use of multi-

agent reinforcement learning methods to improve the efficiency

and effectiveness of web GUI testing. Our main focus is to devise

practical agent cooperation mechanisms to enable data sharing

among multiple asynchronous RL agents.

8 Conclusion and Future Work

The primary goal of web GUI testing is to explore different page

states and achieve a high coverage so as to increase the chance

of detecting bugs. As single-agent testing techniques struggle to

achieve comprehensive coverage, while merely parallelizing mul-

tiple agents can lead to redundancy in visited states, it highlights

the demand for efficient communication and coordination mech-

anisms among the testing agents. To this end, we have designed

MARG, the first automatic web GUI testing system driven by multi-

agent Q-learning algorithms. Our experiments demonstrate that

MARG can outperform two state-of-the-art RL-based web testing

techniques, WebExplor and QExplore, showing promising results of

MARL-based GUI testing.

In the future, we plan to enhance MARG from three aspects.

First, considering the complex and huge state space of dynamic

webpages, we plan to replace Q-learning algorithms inMARG with

DRL algorithms [34] to improve state abstraction and value esti-

mation. Second, besides our current collaborative strategies, the

agents inMARG can be coordinated with other advanced MARL

algorithms, such as VDN [41] or QMIX [37], to enhance overall

performance. Third, the users of complex websites may have differ-

ent roles (e.g., administrators, store managers, and customers of an

E-commerce website). Testing such websites with multiple agents

of the same role may not be able to trigger certain intricate business

logic. We also plan to investigate how to coordinate multiple agents

with diversified roles to further improveMARG’s performance of

testing web applications in complex real-world scenarios.
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